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Motivation

• What is the goal of  this work?
• We study how to set the number of  channels in a neural network to achieve better 

accuracy under constrained resources (e.g., FLOPs, latency, memory footprint or 
model size).

• Why do we want to search #channels in a network?
• The most common constraints, i.e., latency, FLOPs and runtime memory footprint, 

are all bound to the number of  channels.

• Despite its importance, the number of  channels has been chosen mostly based on 
heuristics in previous methods.
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Related Work

• Previous Methods for Setting #Channels

• Heuristics

• Network Pruning Methods

• Neural Architecture Search (NAS) Methods based on Reinforcement Learning (RL)

• Limitation of Previous Methods

• Training inside the Loop (training repeatedly): slow and inefficient
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AutoSlim
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: Decide which layer to slim by simple feed-forward 

evaluation on validation set. 



AutoSlim Examples
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ImageNet Classification Results
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• Highlights (under same FLOPs):

• AutoSlim-MobileNet-v2: 2.2% ↑, even 0.2% ↑ 

than MNasNet (100× larger search cost).

• AutoSlim-ResNet-50: without depthwise-conv, 

1.3% better than MobileNet-v1.

• Code and Pretrained Models:

Thanks!
Any Questions?

https://github.com/JiahuiYu/slimmable_networks

https://github.com/JiahuiYu/slimmable_networks

