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• Low Rank (LR) Models
• Methods on obtaining LR models

• Decompose a pre-trained model
• Retrain a LR decomposed model

• Challenges on existing methods

• Trained Rank Pruning
• Training LR model directly with 2 interleaved steps: 

• Step A: rank conditioning with nuclear norm constraint and sub-gradient
• Step B: rank pruning with LR decomposition

• Experimental Results
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LR Models

• Rank pruning with LR decomposition

• Decompose a pre-trained model
• Small approximation errors can ripple a large 

prediction loss. Fine-tuning is required to 
recover some accuracy loss.

• Retrain low-rank decomposed model
• Hard to select optimal rank for each layer to 

achieve good balance of model capacity and 
compression
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Trained Rank Pruning
Our trained rank pruning method has 2 interleaved steps:

(A) Conventional SGD training with nuclear norm regularization and sub-gradient, conditioning the 
network to be LR compatible

• Nuclear norm constraint
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• Sub-gradient descent[1]
𝑔𝑠𝑢𝑏 = ∆𝑓 + 𝜆𝑈𝑡𝑟𝑢𝑉𝑡𝑟𝑢

𝑇

where 𝑊 = 𝑈∑𝑉𝑇 is the SVD decomposition and 𝑈𝑡𝑟𝑢, 𝑉𝑡𝑟𝑢 are truncated 𝑈, 𝑉 with 𝑟𝑎𝑛𝑘(𝑊).

(B) Training with LR decomposition, obtaining the LR network with rank pruning
-- forward:  decompose original filters T into LR filters T_low;

-- backward: update decomposed LR filters T_low with SGD and then substitute original filters.
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[1] H. Avron, S. Kale, S. P. Kasiviswanathan, and V. Sindhwani. Efficient and practical stochastic subgradient descent for nuclear norm regularization. In ICML, 2012.



Trained Rank Pruning
• Step B is inserted into training process after every m SGD iterations of step A. 

• Capable of generating LR model parameters with diverse optimal ranks.

• Applicable to most existing decompositions, i.e. channel-wise and spatial-wise decompositions.
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Experimental Results
All comparison decomposition and pruning results here are finetuned to improve accuracy, while our methods 
results are from direct decomposition after training.
• TRP_spatial: our trained rank pruning method with spatial-wise decomposition;  

• TRP_channel: our trained rank pruning method with channel-wise decomposition;

• Nu: nuclear norm regularization in training; 

• Speedup: the reduction ratio of model FLOPs

On both CIFAR-10 and ImageNet datasets, it shows that our TRP methods can outperform other existing methods 
both in channel-wise decomposition and spatial-wise decomposition formats. It achieves better balance of accuracy 
and complexity. 
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