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AIM: CONSTRUCT A CLASSIFIER THAT IS BOTH ACCURATE
AND CHEAP TO EVALUATE

• Obversation: Some instances can be accurately classified by com-
puting a single cheap. feature. Other instances require many /
more expensive ones [4, 6].

• Our approach: Ensemble of deep trees that are accurate yet on av-
erage cheap to evaluate.

• Training time comparable to normal gradient boosting.
• Result: our algorithm achieves the currently best accuracy-cost

tradeoff.

RESULTS
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Figure 1: Comparison against state of the art algorithms: The Yahoo! LTR dataset [1] has been used for
(1a) and (1b) in different settings. In (1a) both tree evaluation and feature acquisition cost is considered. In
(1b) only feature acquisition cost is shown. (1c) shows results on the MiniBooNE [2] dataset with uniform
feature costs. GREEDYMISER and BUDGETPRUNE results for (1b), (1c) and (1d) from [3]. BUDGETPRUNE
did not finish training on the HEPMASSS datasets [2] to due their size and the associated CPU time and
RAM requirements. CEGB is our proposed method.
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github.com/svenpeter42/LightGBM-CEGB

INGREDIENTS

• Gradient boosting to iteratively construct an ensemble T of deci-
sion trees minimizing
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• Our contribution: Best-first tree learning to construct deep trees
that still allow cheap evaluation for the majority of inputs.

PREDICTION COST

• Each split node of a tree corresponds to a feature with an associ-
ated cost.

• Example: Instance routed through three trees. Different features
required on the path to the leaf are hilighted in different colors:
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• Using the same feature for the same instance more than once does
not incur additional cost.

• Some features can be computed efficiently for all instances at once.
For those reusage by any instance is free as well.

BEST-FIRST TREE LEARNING

GREEDYMISER[5]:
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• Learns a shallow tree level by level.
• Only models the cost of the whole tree indepedent of the leaf the

instances reach.
Our approach:
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• Learns a deep tree by growing at the node with the best tradeoff.
• Models the probabilities of reaching individual leafs.

) deep trees that are accurate yet cheap to evaluate.
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Our Algorithm
• GREEDYMISER: Majority of instances follows an expensive path.
• Our algorithm: Majority of instances follows a cheap path. Only a

minority reaches the expensive subtree.
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AIMOBJECT RECOGNITION UNDER TEST-TIME CONSTRAINTS

What are the objects in the pictures below?
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AIM

• Construct a classifier that is both accurate and cheap to evaluate

• but being capable of using extra resources during prediction time, 
when available, to improve the performance

• Observation: Some instances can be accurately classified by
computing a single cheap feature. Other instances require many / 
more expensives one.

MOTIVATION

A test image:
• easy vs hard
• shallow model vs deep model

Training multiple classifiers with varying resource demands, which
we adaptively apply during test time

Develop CNNs:
• “slice” the computation and process these slices one by one, stoppoing

evaluation once the CPU time is depleted or the classification sufficiently
certrain (through “early exits”)

Problems:
• The lack of coarse-level features of early-exit classifiers
• Early classifiers interfere with later classifier

PREVIOUS WORK: MSDNeT

OBJECT RECOGNITION UNDER TEST-TIME CONSTRAINTS

Our architecture contribution is therefore required to overcome this
limitation

RESULTS

CONCLUSIONS

• New neural network architecture for fast anytime prediction

• Dense connectivity and simultaneous representations across multiple
scales could be adapted to allow using depthwise and spatially
separable convolutions

• Our CNN architecture is useful for low budget settings where first
predictions have to be available as soon as possible.


