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Network Quantization Problem

" Pretrained, high-precision networks must be prepared to run on low precision hardware for low cost/energy

efficient inference (8 or 4-bits for weights and activations)
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—Finetune to improve score
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= 8-bit networks: accuracy is typically lower then full precision scores when just quantizing (Migacz, 2017), or

when training from scratch (Jacob et al., 2017)

= 4-bit networks: only 1 method had been shown to match full precision accuracy by combining several
finetuning techniques (ResNet-50 net on imagenet) (Zhuang et al., 2018)

= Are complex training techniques required? Do 4-bits suffice for classification for other networks?
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Proposed solution

" Train model with low precision quantization in forward pass (Courbariaux et al, 2015)
" Hypothesis: noise due to quantization (Polino et al. 2018) hinders low precision training

= SGD requires

iterations to find a 2e-approximate optimal value, where ¢ is the gradient noise level, L relates to curvature,
x, and x~ are initial and optimal network parameters, € is error tolerance

= Suggests that to overcome noise due to quantization:
—Finetune to start closer to solution (Zhou et al., 2017)
—Learning rate annealing to lower learning rates (10°°) to average over more batches (Smith et al., 2017)

—Finetune longer: 110 epochs to achieve better accuracy

" |n addition, use empirically optimal quantization step size for both weights and activations that is a function of
the precision.

" Finetuning after Quantization: FAQ
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FAQ: Methods

= Uniform quantization of weights and activations with quantization bin width, A, a power of 2 (fixed point

representation)

4.1201[

" Weight quantization for 4-bits: A = [ .
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where [x[ = 2/1092)1 gnd ¢! is the standard deviation of the
weights for layer I. Weights outside range are clipped during training.

[
o
o
o

-0.1 0.0
Weights

= Activation quantization for 4-bits: A = [V,4,/161

where [x]| = Z[IOQZ(x)], and V4 is the maximum 99.9™ percentile of activations for layer | among 5 calibration
batches from training set. Activations outside range are clipped during training.

" Training
—Imagenet dataset
—SGD with momentum (PyTorch)

— 4 bit networks use 110 epochs, learning rate 0.0015 with an exponential decay to a final value of 10°¢, 1% and last

layers are 8-bits

—Batch size: 256
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FAQ Results on Imagenet classification benchmark

= 8-bit nets exceed full-precision accuracy in 1
epoch on Imagenet

" 4-bit nets match original full precision net
accuracy for a wide range of networks in
PyTorch model zoo

= 4-bit solutions are close to the full-precision
solution

— Mean cosine similarity 0.994
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Conclusion

= Ablation study on ResNet-18 indicates that longer training, finetuning, and proper activation stepsize

calibration were essential

Epochs Pre- Batch size | Learning | Weight | Activation | Accuracy | Change
trained rate decay | calibration | (% top-1
schedule
110

256 exp. s 69.82
400 exp. e 69.40
256 eXp. <. 69.24
256-2048 exXp. <= 69.96
256 . <= 69.90
256 exXp. = 69.59
256 exp. 69.19

= Results provide empirical evidence that 4-bits suffice for classification — simply Finetune After Quantization
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=" We are hiring
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