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BNN Overview

Binary networks are a quantized 
version of full precision neural 
networks, where the weights and 
activations are limited to binary 
values, for example {-1, 1}. At training 
time, as binary operations are 
discrete and not differentiable 
approximations are used in the 
backward pass. Naturally, there is a 
discrepancy between the quantized 
network and the full-precision 
counterpart encouraging research in 
reducing this gap.

We present slight modifications to the 
BNN training method, by introducing 
trainable scaling factors, along with 
regularization terms to help train 
them through out the network. 
Additionally, a modified backward 
straight through estimator SwishSign
is used.
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progression of a 
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Regularized Training Backward Approximation
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Adding trainable 
scaling factors to 
Conv layers

* Enforce regularization through 
out training or gradually start 
increasing with order ln/linear after 
t epochs 

Effect of Regularized Training
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Effect of proposed regularization on NN trained 
on simulated data
a) True weights {-1, 1}
b) True weights {-5, -1, +1, -1, -5} clipped 

regularizer
c) True weights {-5, -1, +1, -1, -5} non-clipped 

regularizer
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