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Configurable Cloud-Scale 
DNN Processor for 
Real-Time AI

Speaker: Bita Rouhani, Sr. Researcher
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AI/ML ubiquitously fuels our technology
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~325x ResNet50

(8.3B parameters) ~2200x ResNet50

(17.6T ops)
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EFFICIENCY
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FLEXIBILITY

Soft NPU
(FPGA)

CPUs GPUs
Hard NPU 

(ASICs)



Excellent inference performance at low batch sizes

Ultra-low latency serving on modern DNNs

Scale to many FPGAs in single DNN service
Performance

FPGAs ideal for adapting to rapidly evolving AI/DL

Adaptive numerical precision and custom operators

CNNs, LSTMs, MLPs, transformers, reinforcement learning, feature extraction, etc. 

Exploit sparsity, etc.

Flexibility

Scale

Microsoft has the world’s largest cloud investment in FPGAs

Multiple Exa-Ops of aggregate AI capacity

BrainWave runs on Microsoft’s scale infrastructure
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CPU compute layer

Reconfigurable compute 

layer (FPGA)

Converged network

Brainwave runs on a configurable cloud at massive scale



Web search 

ranking

Traditional software (CPU) server plane
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Hardware acceleration plane

Interconnected FPGAs form a 

separate plane of computation

Can be managed and used 

independently from the CPU

Web search 

ranking

Deep neural 

networks

SDN offload

SQL

9

CPUs

FPGAs

Routers



FPGA2xCPU

Model Parameters 

Initialized in DRAM
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Local offload and streaming



FPGA2xCPU

11

Model Parameters 

Initialized in DRAM

Local offload and streaming
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FPGA
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Batching improves HW utilization but also increases latency
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Batching improves HW utilization but increases latency



FPGA2xCPU
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2xCPU

Observations
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2xCPU
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2xCPU
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Intel FPGAs deployed at scale with HW microservices
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Persist model parameters entirely in FPGA on-chip memories 

Support large models by scaling across many FPGAs
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Intel FPGAs deployed at scale with HW microservices



BrainWave Soft NPU microarchitecture

Highly optimized for narrow precision and low batch
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Persist model parameters entirely in FPGA on-chip memories 

Support large models by scaling across many FPGAs

Intel FPGAs deployed at scale with HW microservices



Adaptive ISA for narrow precision DNN inference

Flexible and extensible to support fast-changing AI algorithms
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Persist model parameters entirely in FPGA on-chip memories 

Support large models by scaling across many FPGAs

Intel FPGAs deployed at scale with HW microservices

BrainWave Soft NPU microarchitecture

Highly optimized for narrow precision and low batch



A framework-neutral federated compiler and runtime for 

compiling pretrained DNN models to soft NPUs
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Persist model parameters entirely in FPGA on-chip memories 

Support large models by scaling across many FPGAs

Intel FPGAs deployed at scale with HW microservices

BrainWave Soft NPU microarchitecture

Highly optimized for narrow precision and low batch

Adaptive ISA for narrow precision DNN inference

Flexible and extensible to support fast-changing AI algorithms



Sub-millisecond FPGA compute 
latencies at batch 1
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We are hiring …

Send Resumes To:  
hiring4azurehardware@microsoft.com

bita.rouhani@microsoft.com

Check out Azure AIArch for our open positions:

• Data & Applied Scientist

• Software Engineering

• Hardware Engineering 

mailto:hiring4azurehardware@microsoft.com

