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Introduction

 Deep neural networks got success in computer vision, 
medical imaging, and multimedia processing.

 We usually train different networks for different tasks to 
make them behave well for each specific purpose.

 In practical applications, however, it is common to handle 
multiple tasks simultaneously, resulting in a high demand for 
resources.

 It becomes a crucial problem to effectively integrate multiple 
neural networks in the training and inferencing stage.
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Introduction

 To reduce the computational cost, compact network 
architectures are developed

 MobileNet [Howard et al., 2017]

 ShuffleNet [Zhang et al., 2018]

 XNOR-Net [Rastegari et al., 2016]

 Although ShuffleNet or XNOR-Net are compact and efficient, 
their accuracy drop a lot. 

 MobileNet is one of the best model with balanced speed and 
accuracy, and thus is chosen as our backbone networks.

On Merging MobileNets for Efficient Multitask InferenceEMC2 4



Related Works

 Multi-task Deep Models

 In [1], Multi-Model architecture is introduced.

 Convert different inputs by encoder

 Consider complex short cut connection

 Decode multiple tasks with a decoder

 In [2], representation is aligned to share
across modalities.

 Nevertheless, the  “the-learn-them-all”
approaches pay cumbersome training 
effort and intensive inference complexity.

[1] L. Kaiser et al., "One Model To Learn Them All," CoRR, vol. abs/1706.05137, 2017.

[2] Y. Aytar, C. Vondrick, and A. Torralba, "See, hear, and read: Deep aligned 

representations," arXiv preprint arXiv:1706.00932, 2017.
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 In our previous work [1], our system merged well-trained 
models using vector quantization  technique.

Related Works
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Related Works
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Related Works

 Although our previous work can simultaneously achieve 
model speedup and compression with negligible accuracy 
drop, the modified layers are not supported by deep learning 
frameworks like TensorFlow or pyTorch, etc.

 The modified layers require 1×1 convolutions and extra table 
lookups with value summations.

 Currently, it is achieved with “hand-made” C++ code under CPU 
mode only.

 Only basic layer operations (for AlexNet, and VGG16) are 
supported right now.

 On the contrary, this work can take the advantages of 
TensorFlow to merge two networks (MobileNet).
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Merging MobileNets

 Naïve solution (baseline)

 Directly train a shared network with two different output layers.
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Merging MobileNets

 “Zippering” Process

 Iteratively merge two networks from the input to output.

 Merge and initialize the layer.

 Calibrate merged weight to restore the performance.

On Merging MobileNets for Efficient Multitask InferenceEMC2 10

Task One
…

Layer 𝐿

Layer 2

…

Output 

Layer
Output 

Layer

Task Two

Layer 𝐿
…

…

Task One

Layer 𝑙

…

Layer 𝐿

Layer 1

Layer 2

…

Output 

Layer
Output 

Layer

Task Two

Layer 𝐿

…

…

Task One

Output 

Layer

Output 

Layer

Task Two

Layer 𝑙

…

Layer 1

Layer 2

…

Layer 𝐿

…

Task One

Layer 𝑙

…

Layer 1

…

Output 

Layer

Output 

Layer

Task Two

Layer 𝑙

Layer 𝐿

Layer 2

…
…

Layer 1… …

Layer 𝑙

Layer 1

Layer 𝑙

Layer 2Layer 2

Layer 𝐿

Original Zippering Process



Merging MobileNets

 Implementation Details

 Only point-wise convolution layers in MobieNet architecture are 
merged, because

 The computational cost of point-wise convolution is much greater 
than that of depth-wise convolution layer. 

 The depth-wise convolution serves as main spatial feature extractor.
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Weight Initialization and 
Calibration
 Weight initialization is important for training performance

 For merging two MobileNets 𝐴 and 𝐵 , potential solutions are:

 Initialized by 𝐖𝐴

 Initialized by 𝐖𝐵

 Random

 Initialized by arithmetic mean of each filter of the layer

Simple, but effective!
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𝝁𝑖 =
𝑾𝑨𝒊 +𝑾𝐵𝑖

2
, 𝑖 = 1,… , 𝐶

where 𝐶 is number of output Channel



Weight Calibration Training

 Original models serve as teacher networks
 When applying the input 𝑥𝐼 to the model A (or B), the output of every 

layer in the merged model should be close to the output of the 
associated layer in A (or B)

 Two types of minimization terms in calibration training
 Classification (or regression) error in the original tasks A and B. 

 Layer-wise output mismatch error

 𝐿1 loss is used

 Student (merged network) can learn well even with few iterations.

 Implemented using Tensorflow framework.
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Experiments

 Datasets

 ImageNet: General image classification

 DeepFashion: Clothing classification

 CUBS Birds: Birds classification

 Flowers: Flowers classification
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Name Classes Training Set Testing Set

ImageNet 1000 1,281,144 50,000

DeepFashion 50 289,222 40,000

CUBS Birds 196 5,994 5,794

Flowers 102 2,040 6,149



Experiments

 Merge of Flower and CUBS MobileNets

 Top-1 Classification Accuracy in CUBS Birds Dataset
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Experiments

 Merge of ImageNet and DeepFashion

 Accuracy and speedup on DeepFashion dataset
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Experiments

 Convergent speed of different initialization method

 Merged of DeepFashion and ImageNet

 Loss on DeepFashion dataset
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Experiments

 Details of speedup, compression rate, and accuracy of 
merging ImageNet and DeepFashion or CUBS and Flowers.
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Conclusion

 We present a method that can merge CNNs into a single but 
more compact one. 

 The “zippering-process” of merging two architecture 
identical MobileNet is proposed. 

 The simple-but-effective weight initialization can shorten 
fine-tune time to restore the performance. 

 Experimental results show that the merged model can be 
take the advantage of public deep learning framework with 
satisfactory speedup and model compression.

 Future work will be the merging of different network 
architecture.
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